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Systematics of image-state lifetimes ond band metal surfaces
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The fs dynamics of electrons in image states has been modeled on a variety of noble and transition metal
surfaces. It is shown that the experimentally observed lifetimes can be described satisfactorily in terms of two
key parameters: the penetration lengthz0 of the image state into the bulk and the energy phase spaceS
available for the quasiparticle decay.
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Surface states on metal surfaces represent model sys
where electronic excitations in a two-dimensional elect
gas coupled to the bulk electronic structure can be studie
detail. Such quasiparticle dynamics is of considerable in
est for various physical processes such as chemisorption
desorption at surfaces,1 femtochemistry,2 and magnetization
switching.3,4 Experimentally one can differentiate betwe
studies of hole and electron quasiparticle dynamics, res
tively. Hole lifetimes can be obtained from the quasiparti
linewidths in high resolution photoemission spectrosco5

and scanning tunneling microscopy6 experiments. The line-
width contains contributions due to electron-phono
electron-electron, and electron-defect scattering.7 In this pa-
per, however, we focus on electron lifetimes that have b
measured directly using pump-probe techniques, and we
plore the systematics on varying the surface orientations
going from transition to noble metals.

The dynamics of hot electrons at surfaces can be pro
in real time by time-resolved two-photon photoemissi
spectroscopy. Unoccupied states above the Fermi leveEF
are populated with electrons by photoabsorption of fs la
pulses. The transient electron population which is direc
related to the lifetime is subsequently probed by time
layed fs laser pulses generating photoelectrons. In partic
image states have been systematically studied using
technique~see Table I!. Image states are formed when ele
trons in front of a metal surface are bound by their o
image charge induced via electronic screening inside
crystal. When a bandgap prevents the escape into the b
series of hydrogeniclike electronic states is formed.8 Their
binding energy can be reproduced very well by a o
dimensional model potential perpendicular and a nearly fr
electron dispersion parallel to the surface.8–10 This also pro-
vides realistic wavefunctions which are used to evaluate
screened Coulomb interaction responsible for the deca
image states.9 In general there is good agreement with fi
principles calculations that incorporate electron correlat
effects to describe the decay processes.9 So far these com-
parisons have been made on a case-by-case basis negl
the influence ofd valence electrons.12 What has been lacking
is an intuitive model that extracts the essential physics c
trolling the systematics of image state lifetimes.

In this paper we describe image state lifetimes by mod
ing the underlying inelastic scattering processes with t
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basic parameters. Scattering matrix elements are appr
mated by a parameterz0 describing the wave function over
lap of surface and bulk states. The second parameter is
energy phase spaceS available for quasiparticle decay. It i
modeled by a threeway self-convolution of the bulk dens
of states.4,20 With these parameters it appears possible to
count for the systematics of all known image state lifetim
on noble and transition metal surfaces.

Transition rates due to electron scattering can be ca
lated using Fermi’s golden rule in the randomk
approximation.21 This is justified by the strong electron
electron interaction in noble and transition metals wh
leads to a fast redistribution of electron wave vectorsk. The
information about the initialk values of image state electron
is quickly lost and we can incoherently average over
whole Brillouin zone considering only the energye ex-
changed in the inelastic scattering process.4 An electron
populating an image state with energyE is scattered into a
previously unoccupied state with energyE2e. Simulta-
neously another electron is excited from an energyE8 below
EF into a state with energyE81e aboveEF . The transition
rate, i.e., the inverse lifetime, for image state electrons
then given by

TABLE I. Lifetime t, penetration lengthz0, and phase space
parameterS, for the lowest energy image states on face cente
cubic metal surfaces discussed in the text.

Surface t ~fs! z0 (Å) S (102 eV21) Ref.

Cu~100! 4066 5.08 13.9 13
theory 30 9
Cu~111! 1865 23.9 14.0 15
theory 17.5 9
Ag~100! 5565 6.72 8.6 13
theory 26.5 14
Ag~111! 3066 21.2 7.6 16
theory 6 14
Pd~111! 2564 4.68 76.4 17
theory 22 17
Pt~111! 2667 8.55 70.5 11,12
theory 29 12
Ni~100! 1665 4.50 155.9 19
Ni~111! 1365 5.17 155.3 18
©2003 The American Physical Society10-1
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1/t5~2p/\!M2S, ~1!

where

S5E
EF50

E

deE
2e

0

dE8r~E2e!r~E8!r~E81e! ~2!

describes the phase space available for the inelastic sca
ing processes.20 r(E) is the total density of electronic state
at energyE. The phase space factorS can easily be calcu
lated using tabulated bandstructures of the elemental soli22

The obtained values ofS are included in Table I. Following
Ref. 4 we will not differentiate betweens,p, or d electrons.
We assume constant transition matrix elements,M, for all
elements considered. The randomk approximation employed
here generally neglects any surface dependence ofS. How-
ever, we find small variations ofS due to the slightly differ-
ent image state binding energy, e.g., on~100! compared to
~111! faces~see Table I!.

In Fig. 1 the experimentally measured lowest energy
age state lifetimes are plotted against the calculated value
S. The figure shows that the values ofS decrease dramati
cally from Ni to Ag. This is a consequence of the filling up
d bands. However, no scaling according to Eq.~1! is appar-
ent. It is, therefore, necessary to model also the matrix
ments. This is done by including a measure of the wa
function overlap between image states and the bulk. S
the image state wave function entersM linearly4 we can
assumeM2}z0 . z0 is the exponential decay length of th
image state wave function inside the crystal. It can be ca
lated using the so-called two-band nearly free elect
model.8–10 The resulting bandstructure is depicted schem
cally in the inset of Fig. 2. Inside the bandgap surface s
wave functions decay exponentially into the crystal. The
cay lengthz0 is given by the imaginary part of the comple
wave vector componentk perpendicular to the surface
Im(k)51/z0, as10

z05d@~4EgE/V211!1/22~Eg1E!/V#21/2 ~3!

with d5@2mV/\2#21/2. HereE is the energy position of the
image state,m the effective electron mass, 2V the size of the

FIG. 1. Lifetimest of lowest energy image state electrons plo
ted againstS. The lifetime values are taken from references cited
Table I.
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band gap, andEg the energy at the zone boundary or simp
the energy at the middle of the band gap. All energy po
tions are referenced to the bottom of the nearly free-elec
band which spans the bandgap. From Eq.~3! we calculated
z0 for the metal surfaces listed in Table I. The values for 2V
andEg are obtained from data of the upper and lower ba
gap edges given in Refs. 23–26. Experimental values oE
are reported in Refs. 15,27–29. In Fig. 2 the relative po
tions of image states inside the bandgap, (E2Eg)/(2V) are
shown as a function of the calculated values ofz0 /d. It is
clearly discernible that at the edges of the bandgap the
mated penetration length is much larger than for states
cated closer to the bandgap center.

According to Eq.~1! our heuristic model for the lifetimet
should be 1/t}z0S, i.e., the image state decay rate shou
increase if the wave function extends deeper into the cry
and if the phase space volume available for scattering
larger. As a corroboration we show in Fig. 3 the experimen
values oft as a function ofz0S. The solid line is a fit of

1/t5 f surface1 f bulkz0S ~4!

FIG. 2. Energy positions of lowest energy image states rela
to the midgap positionE2Eg and normalized to the bandgap siz
2V plotted vs the wave function penetration lengthz0 obtained
from Eq. ~3! for the surfaces in Table I. The inset shows schem
cally the complex surface band structure.

FIG. 3. Lifetimest of lowest energy image state electrons plo
ted againstz0S. The lifetime values are taken from references cit
in Table I. The solid line is a least square fit of Eq.~4! to the data.
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to the data. We obtainf bulk5(7.261.9)31027 eV fs21 Å21

and f surface5(1.760.3)310
22fs21. The parameterf bulk con-

tains residual matrix elements for the decay into bulk sta
In order to obtain a satisfactory fit to the data it is also n
essary to include a constant decay ratef surface. This second
parameter describes the inelastic scattering of image s
electrons into other surface states. Since both types of
face states are localized at similar interface regions this
rameter does not depend on the wavefunction penetra
into the bulk and on the phase space factor. Image state
known to penetrate less into the bulk with increasing qu
tum number of the hydrogenic series. This is due to the
that they are energetically close to the upper edge of
potential barrier on the vacuum side and thus are loca
further away from the metal surface than then51 state. This
leads to different values ofz0 for different n. Moreover, im-
age states with higher quantum numbers also decay via
lower energy image states.30 Consideration of both effect
are beyond the scope of the present paper.

The main result of this paper is that the empirical mo
described by Eq.~4! reproduces very well the lifetimes o
lowest energy image states measured on very different
faces. This gives us confidence that we have correctly c
tured the essential physics of image state lifetimes. So
residual scatter of the experimental data around the predi
values might still be discernible in Fig. 3. This could be d
to features such as plasmon enhanced decay mechanism
were reported for Ag surfaces.31 It has also been pointed ou
that other surface states contribute differently tof surface on
different surfaces even of the same material.9 It is also likely
that the basic assumption of constant transition matrix
ments for different materials is not strictly valid.4 Finally we
also neglected quantum mechanical interference betw
bulk and surface decay channels that might play a role.9 We
note, however, that the resulting deviations from our mo
are not significant compared to the experimental uncert
ties of present day measurements.
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Modifying the electronic surface structure by adsorpti
often dramatically changes the density of states nearEF and
can, thus, influence the image state lifetimes. This emp
sizes the crucial role of sample preparation which might
responsible for short lifetimes reported in early studies
silver surfaces32 compared to the most recent values co
piled in Table I. Concentrating on studies where the surf
electronic structure was systematically modified by adso
tion we can discuss the observed changes in image s
lifetimes12,19 within our model. Upon hydrogen adsorptio
the lifetime of the lowest energy image state on Ni~111! was
found to increase by 30%.19 This was assigned to th
quenching of an occupied Ni~111! surface state which de
creases the number of decay channels. These effects ca
incorporated qualitatively into the our model through t
f surfaceparameter. We find that the surface contributes 29%
the total decay rate for Ni~111!. If we assume that this sur
face contribution is quenched by hydrogen adsorption
experimental result is to a large extend reproduced. For o
gen adsorption on Pt~111! a reduction of the image stat
lifetime larger than 30% was observed and attributed to
increase of the density of states nearEF .12 This indicates an
increase of the decay rate related to bandstructure chang
the surface. If we, for instance, double the surface decay
f surfacefor Pt~111! obtained from Fig. 3 we can reproduce th
experimental observation.

In conclusion we have presented a model describing
systematics of measured lifetimes of lowest energy im
state electrons on noble and transition metal surfaces.
model uses the image state wavefunction penetration,0,
into the crystal and the phase space volumeS available for
inelastic electron scattering as input. Both quantities
evaluated using band energies and density of states t
from reliable band calculations. The lifetimes are calcula
by adjusting two free parameters which describe the de
rate into bulk and surface states, respectively. This rep
duces all experimentally available lifetime values with
their experimental uncertainty.
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11S. Link, H.A. Dürr, and W. Eberhardt, Appl. Phys. A: Mater. Sc

Process.71, 525 ~2000!.
12S. Link, H.A. Dürr, G. Bihlmayer, S. Blu¨gel, W. Eberhardt, E.V.

Chulkov, V.M. Silkin, and P.M. Echenique, Phys. Rev. B63,
115420~2001!.

13I.L. Shumay, U. Ho¨fer, Ch. Reu, U. Thomann, W. Wallauer, an
Th. Fauster, Phys. Rev. B58, 13 974~1998!.

14E.V. Chulkov, V.M. Silkin, and P.M. Echenique, Surf. Sci.391,
L1217 ~1997!.

15M. Wolf, E. Knoesel, and T. Hertel, Phys. Rev. B54, R5295
~1996!.

16J.D. McNeill, R.L. Lingle, Jr., N.-H. Ge, C.M. Wong, R.E. Jo
dan, and C.B. Harris, Phys. Rev. Lett.79, 4645~1997!.

17A. Schäfer, I.L. Shumay, M. Wiets, M. Weinelt, Th. Fauster, E.V
Chulkov, V.M. Silkin, and P.M. Echenique, Phys. Rev. B61,
13 159~2000!.
0-3



n

f

la

.

ein-

ys.

ann,

ch-

d

art,

BRIEF REPORTS PHYSICAL REVIEW B68, 033410 ~2003!
18S. Link, J. Sievers, H.A. Du¨rr, and W. Eberhardt, J. Electro
Spectrosc. Relat. Phenom.114, 351 ~2001!.

19S. Link, Ph. D. thesis, Forschungszentrum Ju¨lich, 2001.
20C.N. Berglund and W.E. Spicer, Phys. Rev. A136, 1030~1964!.
21D.R. Penn, S.P. Apell, and S.M. Girvin, Phys. Rev. B32, 7753

~1985!.
22D. A. Papaconstantopoulos,Handbook of the Band Structure o

Elemental Solids~Plenum, New York, 1986!.
23E. Knoesel, A. Hotzel, and M. Wolf, J. Electron Spectrosc. Re

Phenom.88–91, 577 ~1998!.
24N.V. Smith, C.T. Chen, and M. Weinert, Phys. Rev. B40, 7565

~1989!.
25E.V. Chulkov, V.M. Silkin, and P.M. Echenique, Surf. Sci.437,

330 ~1999!.
26G. Leschik, R. Courths, H. Wern, S. Hu¨fner, H. Eckardt, and J
03341
t.

Noffke, Solid State Commun.52, 221 ~1984!.
27R. Fischer, S. Schuppler, N. Fischer, Th. Fauster, and W. St

mann, Phys. Rev. Lett.70, 654 ~1993!.
28D.F. Padowith, W.R. Merry, R.E. Jordan, and C.B. Harris, Ph

Rev. Lett.69, 3583~1992!.
29K. Giesen, F. Hage, F.J. Himpsel, H.J. Riess, and W. Steinm

Phys. Rev. B35, 971 ~1987!.
30I. Sarria, J. Osma, E.V. Chulkov, J.M. Pitarke, and E.P. E

enique, Phys. Rev. B60, 11 795~1999!.
31A. Garcia-Lekue, J.M. Pitarke, E.V. Chulkov, A. Liebsch, an

P.M. Echenique, Phys. Rev. Lett.89, 096401~2002!.
32R.W. Schoenlein, J.G. Fujimoto, G.L. Eesley, and T.W. Capeh

Phys. Rev. Lett.61, 2596 ~1988!; R.W. Schoenlein, J.G.
Fujimoto, G.L. Eesley, and T.W. Capehart, Phys. Rev. B43,
4688 ~1991!.
0-4


